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Abstract

In this paper, we propose a method for estimating the camera pose for an environment in which the intrinsic camera parameters change dynamically. In video see-through augmented reality (AR) technology, image-based methods for estimating the camera pose are used to superimpose virtual objects onto the real environment. In general, video see-through-based AR cannot change the image magnification that results from a change in the camera’s field-of-view because of the difficulty of dealing with changes in the intrinsic camera parameters. To remove this limitation, we propose a novel method for simultaneously estimating the intrinsic and extrinsic camera parameters based on an energy minimization framework. Our method is composed of both online and offline stages. An intrinsic camera parameter change depending on the zoom values is calibrated in the offline stage. Intrinsic and extrinsic camera parameters are then estimated based on the energy minimization framework in the online stage. In our method, two energy terms are added to the conventional marker-based method to estimate the camera parameters: reprojection errors based on the epipolar constraint and the constraint of the continuity of zoom values. By using a novel energy function, our method can accurately estimate intrinsic and extrinsic camera parameters. We confirmed experimentally that the proposed method can achieve accurate camera parameter estimation during camera zooming.
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1. Introduction

Augmented reality (AR) is a technique that can integrate the real and virtual worlds. AR enables us to obtain additional information, such as navigation data, guidance, and virtual avatars. Recently, AR applications have been achieved by using a video see-through-based method. In this method, virtual information is overlaid onto a camera image, and the generated AR images are then shown to the user on a display device. In video see-through-based AR applications, geometric registration between the real and virtual worlds is generally required for overlaying the virtual information. Geometric registration for the video see-through-based AR can be achieved by estimating camera parameters.

The methods that are used to estimate camera parameters can be divided into two groups: those for estimating intrinsic camera parameters, including focal length, image center, and lens distortion, and those for estimating extrinsic camera parameters, including camera positions and orientations. In most AR applications, intrinsic camera parameters are calibrated and fixed before the online extrinsic camera parameter estimation process. Many types of methods for estimating camera parameters have been proposed. In these methods, a square marker-based method for estimating extrinsic camera parameters is widely used in various applications, because this method allows the easy construction of a robust AR environment.

In contrast, many types of mobile AR applications for overlaying virtual information that run on smartphones and tablet PCs have been developed recently [3, 4]. In addition, AR technology is often used in the production of TV programs. Although camera zooming in these mobile AR applications or TV programs rarely gives the user an unnatural sensation, these technologies do not allow its use because of the difficulty involved in handling camera zooming in the camera parameter estimation process. Fig. 1(a) shows the results of overlaying a computer-generated (CG) object without camera zooming. Figs. 1(b) and 1(c) show the results of geometric registration
Figure 1: Example of overlaying a CG object during camera zooming. (a) Without zoom, the intrinsic camera parameters are the same as those used in the calibration process. (b) When the zoom value changes, the CG object is overlaid using the same intrinsic parameters values as in (a). (c) The zoom value was changed. The CG object was overlaid using the proposed method, which considers intrinsic camera parameter changes.

2. Related Work

Many vision-based methods for estimating camera parameters have been proposed in the fields of AR and computer vision. In these methods, camera parameters are estimated by solving the Perspective-n-Point (PnP) problem using 2D-3D corresponding pairs. There are two groups of methods for solving the PnP problem: camera parameter estimation under the conditions of either known or unknown intrinsic camera parameters. Recently, numerous methods have been proposed to solve the PnP problem when the intrinsic camera parameters are known [6, 7, 8, 9, 10, 11]. Most camera parameter estimation methods belong to this category. In AR, 2D-3D corresponding pairs are obtained using a 3D model of the environment or a feature landmark database [12, 13, 14].

Solutions for the PnP problem when the intrinsic camera parameters are not known have also been proposed [15, 16]. These methods can estimate the absolute extrinsic camera parameters and focal length from 2D-3D corresponding pairs. However, in these methods, the accuracy of the estimated camera parameters decreases according to the specific geometric relationship of the points. To solve this problem, Bujnak et al. proposed a method for estimating extrinsic camera parameters and focal length that uses a Euclidean rigidity constraint in object space [17]. Furthermore, they improved the computational cost of the method [17] by joining planar and non-planar solvers [18]. The method [18] can be implemented in real time on a desktop computer. However, the accuracy of the estimated camera parameters still decreases in this method when the optical axis is perpendicular to the plane formed by the 3D points. Recently, Kukelova et al. proposed the five point-based method [19]. This method can achieve more stable camera parameter estimation than can the method proposed by [18]. However, most marker-based applications use a square marker. In these applications, the camera parameters should be estimated from four 2D-3D corresponding pairs.

Unlike in the PnP problem, to estimate the intrinsic and extrinsic camera parameters corresponding pairs of 2D image coordinates in multiple images are used [20, 21, 22]. These methods are usually used in 3D reconstruction from multiple images, as in the structure-from-motion technique [23]. Although these methods do not need any prior knowledge of the target environment, they cannot estimate absolute extrinsic camera parameters. Sturm proposed a self-calibration method for zoom-lens cameras that uses pre-calibration information [24]. The idea behind this method is similar to that of our proposed method. In this method, intrinsic camera parameters are calibrated and then represented by one parameter. In the online process, the estimation of the intrinsic and extrinsic camera parameters uses this pre-calibration information and is based on the Kruppa equation. However, the solution of the Kruppa equation is not robust to noise, and this method cannot estimate absolute extrinsic camera parameters. These methods are impractical for some AR applications because they require that the user arrange the CG objects and coordinate system manually.

In contrast to the previous methods, the method that we propose accurately and stably estimates the intrinsic and absolute extrinsic camera parameters using an epipolar constraint and a pre-calibrated intrinsic camera parameter change. In our method, a fiducial marker is used to obtain 2D-3D corresponding pairs. Natural feature points that do not have 3D positions are used to stabilize the camera parameter estimation results.
3. Intrinsic and Extrinsic Camera Parameter Estimation for Cameras with Zoom Capabilities

3.1. Parameterization of Intrinsic Camera Parameters with Zoom Value

The relationship between the image magnification that results from camera zooming and the intrinsic camera parameters is calibrated in the offline stage. In general, the perspective projection of the pinhole camera model is represented as

\[ sp = KTP \]  \hspace{1cm} (1)

where \( P \) represents the 3D position in the world coordinate system, \( p \) is the 2D position in the image coordinate system, and \( s \) represents the depth in the camera coordinate system. \( K \) and \( T \) represent the matrices of the intrinsic and extrinsic camera parameters, respectively. The intrinsic camera parameter matrix has the structure

\[ K = \begin{bmatrix} f_x & 0 & u \\ 0 & f_y & v \\ 0 & 0 & 1 \end{bmatrix} \]  \hspace{1cm} (2)

where \( f_x \) and \( f_y \) are focal lengths, and \( u \) and \( v \) are the center of projection. In our method, for each image magnification resulting from the camera zooming, these four parameters are measured in an offline camera calibration process. The intrinsic camera parameters are then modeled by the magnification parameter resulting from the camera zooming \( m \). Using this parameterization, we can address the intrinsic camera parameter change using one parameter.

\[ K(m) = \begin{bmatrix} f_x(m) & 0 & u(m) \\ 0 & f_y(m) & v(m) \\ 0 & 0 & 1 \end{bmatrix} \]  \hspace{1cm} (3)

In our method, third order spline fitting is used to obtain the model for each parameter change. Figs. 3 and 4 show the calibration results of an intrinsic camera parameter change. The points in each figure indicate the actual parameters obtained by the camera calibration [25]. Each line indicates the third order spline fitting result. We can confirm that the focal lengths are drastically changed at a large image magnification, which results from camera zooming. The accuracy of the geometric registration decreases at this magnification in conventional AR applications.

3.2. Energy Function for Online Camera Parameter Estimation

In the online stage, the Kanade-Lucas-Tomasi (KLT) feature tracker [26] is used and fiducial marker detection is executed. Camera parameters (translation, rotation, and magnification resulting from camera zooming) are then estimated using the information thus obtained. We use the KLT feature tracker
because this method can achieve stable feature tracking for image sequences. In addition, its computational cost is relatively low.

To estimate the intrinsic and extrinsic camera parameters in the online stage, we define the new energy function by adding the two energy terms to the conventional marker-based method to estimate camera parameters. The energy function consists of three terms: (1) reprojection errors of the fiducial marker; (2) reprojection errors of tracked natural features based on epipolar constraint; and (3) the constraint of continuity of magnification resulting from camera zooming. These three terms are automatically balanced using the weights $\omega_{mk}$ and $\omega_{zoom}$.

\[
E = E_{mk} + \omega_{mk} E_{mk} + \omega_{zoom} E_{zoom}
\] (4)

$E_{mk}$ is used to estimate absolute extrinsic camera parameters, and $E_{zoom}$ gives the temporal constraint for zoom values. The two additional terms improve the accuracy of the estimation of the magnification of the zoom value. In the online process, the camera parameters are estimated by minimizing the energy function $E$. These terms are described in detail in the following sections.

3.3. $E_{mk}$: Energy Term based on Fiducial Marker

This energy term is nearly the same as that used in the conventional camera parameter estimation methods. Reprojection errors are calculated from correspondences between the fiducial marker corners in an input image and its reprojected points.

\[
E_{mk} = \frac{4}{i=1} \left( K(m_j)T_jP_i - p_i' \right)^2
\] (5)

where $T_j$ represents the extrinsic camera parameter matrix composed of camera rotation and translation and $P_i$ and $p_i'$ represent the 3D position of fiducial marker corners and its detected position in the input image, respectively. Unlike in the conventional methods, in the proposed method, the magnification parameter $m$ of the camera zooming exists in the intrinsic camera parameter matrix $K$ in the $j$-th frame.

It should be noted that the accuracy of marker-based estimation results is unstable when the optical axis of the camera is perpendicular to the fiducial marker plane. This instability is caused by the singularity problem in the optimization process. For this reason, the weight for this energy term $\omega_{mk}$ is calculated from the angle $\theta$ (Fig. 5) between the optical axis and the fiducial marker plane as

\[
\omega_{mk}(\theta) = \frac{4}{\pi} \theta^2 + \alpha
\] (6)

where $\alpha$ is a minimal weight for $E_{mk}$.

3.4. $E_{ep}$: Energy Term based on Epipolar Constraint

$E_{ep}$ is calculated based on the epipolar constraint using natural features tracked between a key and a current frame. In our method, frames that satisfy the following conditions are stored as the key frames.

1. The distance between the current camera position and the camera positions of the previous 10 frames is the maximum.
2. All of the distances between the current camera position and key frame positions are greater than the threshold.

It should be noted that the first frame is stored as the first key frame in the online camera parameter estimation process.

The reprojection errors in term $E_{ep}$ are calculated using natural features tracked between a key frame and the input image. Fig. 6 shows the geometric relationship between two cameras and a corresponding pair of natural features in the input image. In the term $E_{ep}$, the reprojection error is defined as the distance between an epipolar line $l$ and a detected natural feature position $q_i$ in the input image.

\[
E_{ep} = \frac{1}{|S|} \sum_{i \in S} d_i^2
\] (7)

where $S$ represents a set of tracked natural feature points in the $j$-th frame, and $d_i$ represents the reprojection error for the natural feature point $i$. The epipolar line $l$ can be calculated from epipole $e_i'$ and the projected position $p_i'$ of the natural feature position $p_i$ in the key frame. Epipole $e_i'$ and the projected position $p_i'$ are calculated as

\[
e_i' = K(m_j)T_jP_{key}
\] (8)
\[
p_i' = K(m_j)T_jP_i
\] (9)
where \( P_{\text{key}} \) represents the key frame camera position in the world coordinate system. The subscript represents the estimated camera parameters in the key frame. It should be noted that \( P_i \) in Eq. (9) is already transformed into the world coordinate system via the matrices \( K_{\text{key}}(m_{\text{key}}) \) and \( T_{\text{key}} \). Using this notation, we can represent the estimation error for the two frames based on the epipolar constraint as the reprojection error.

3.5. \( E_{\text{zoom}} \): Energy Term based on Continuity of Magnification of Camera Zooming

Our study focuses on the camera parameter estimation for AR. Therefore, the online camera parameter estimation is executed sequentially. In this case, the magnification parameter resulting from camera zooming within successive frames does not change drastically. To use this continuity constraint, we add the following energy term to \( E_{\text{zoom}} \):

\[
E_{\text{zoom}} = (m_{j-1} - m_j)^2
\]  

(10)

With this constraint, a discontinuous change in the zoom value is suppressed. It should be noted that the relationship between the zoom values and intrinsic camera parameters is not proportional, as shown in Figs. 3 and 4. These figures show that focal lengths \( f_x(m_j), f_y(m_j) \) are drastically changed at a large image magnification as a result of the camera zooming. For this reason, we should control the weight for this term \( \omega_{\text{zoom}} \) adequately. To solve this problem, we employed a weight for \( \omega_{\text{zoom}} \), which depends on \( f_x(m) \) as

\[
\omega_{\text{zoom}} = \frac{1}{f_x(m_j)}
\]  

(11)

In this term, we only use \( f_x \) because the change in \( f_x \) is nearly the same as that in \( f_y \).

3.6. Energy Minimization

To estimate the intrinsic and extrinsic camera parameters, the energy function \( E \) is minimized using the Levenberg-Marquardt algorithm. The M-estimator is employed in this optimization process to achieve a robust estimation. In this study, we employ the Geman-McClure function \( \rho \):

\[
\rho(x) = \frac{x^2/2}{1 + x^2}
\]  

(12)

where \( x \) represents the residual. The zoom value \( m_{j-1} \) estimated in the previous frame and the extrinsic camera parameters estimated using \( K(m_{j-1}) \) are used as initial parameters for the optimization process. In this optimization process, the results of camera parameter estimation sometimes converge at a local minimum. Experimentally, we confirmed that the local minimum problem occurs along the optical axis of the camera. For this reason, to avoid the local minimum problem, the optimization process is executed using three different initial values that are generated by adding an offset \( \beta \) to the initial magnification value of camera zooming. Finally, the lowest energy value of the trial results is chosen, and its estimated camera parameters \( K(m_j) \) and \( T_j \) are adopted as the final result.

4. Experiment

To demonstrate the effectiveness of the proposed method, we first evaluated the accuracy of the estimated camera parameters in a simulated environment. In this evaluation, the changes in the intrinsic camera parameters during camera zooming were simulated using the measurement results described in Section 4.1. Next, we compared the geometric registration results of our proposed method with those of the state-of-the-art method [18], which can handle camera zooming. The accuracies of the proposed and previous methods were also qualitatively evaluated in the real environment. It should be noted that all input video sequences were started at the non-zoom setting and that the offset for the initial value \( \beta \) in the optimization process was set at 0.1. The value of \( \beta \) was set experientially. In all experiments, we used a desktop PC (CPU: Corei7 2.93 GHz, Memory: 4.00 GB).

4.1. Camera Calibration Results

In this experiment, we used a Sony HDR-AX2000 video camera, which records 640 × 480 pixel images with an optical zoom 1x-20x and progressive scan at 30 fps. The lens distortion of this camera is nearly zero \((\kappa_1 = -1.4 \times 10^{-8})\). Thus, we can ignore the lens effect in the following experiments. This video camera was used to generate virtual camera motions in the quantitative evaluation and acquire actual video sequences in the qualitative evaluation. The range of the image magnification resulting from camera zooming is divided into 20 intervals. Then, the intrinsic camera parameters for each zoom value are obtained using Zhang’s camera calibration method [25]. Figs. 3 and 4 show the results of the camera calibration. In these figures, the lines indicate the spline fitting results. These results show that the focal length drastically changes when the zoom value is greater than 13. In addition, the center of the projection changes cyclically because the lens rotates during zooming. In the following experiments, we used the spline fitting results of \( f_x(z), f_y(z), u(z), \) and \( v(z) \).

4.2. Quantitative Evaluation in a Simulated Environment

The accuracy of the estimated intrinsic and extrinsic camera parameters was quantitatively evaluated in a simulated environment. It should be noted that the range of magnification of
zooming was reduced from 1x-20x to 1x-10x. This reduction was done because of the difficulty of acquiring ground truth data because the 3D points immediately leave the field of view and the captured images are greatly blurred by the narrow depth of field at large zoom values. In this experiment, the two virtual camera motions used in the simulated environment were acquired using ARToolkit [1] and the video sequences captured in the real environment. In this virtual camera motion acquisition process, intrinsic camera parameters are fixed at the smallest magnification of camera zooming. The differences between these motions are as follows.

- The camera moves freely or straight along the optical axis during camera zooming in the simulated environment.
- The camera travels 2173 mm during free camera motion and 1776 mm during straight camera motion.

In this simulation, 100 3D points were randomly generated in the 3D space (500 mm × 500 mm × 500 mm). Then, the corresponding pairs were obtained by projecting these 3D points into virtual cameras. Additionally, because there was no noise in the projected points, Gaussian noise was added, with the mean equal to zero and a standard deviation of $\sigma = 2.0$. Fig. 7 shows the geometrical relationships between the 3D points and camera motions in the simulated environments.

### 4.2.1. Free camera motion

In this case, the camera moves freely in the simulated environment, which includes a translation, a rotation, and a zooming. Figs. 8 and 9 show the results of the estimated intrinsic camera parameters ($f_x, f_y, u, v$) and the ground truth value for each frame. It should be noted that the previous method [18] cannot estimate the centers of the projection. Fig. 9 shows the results of the proposed method only. These results confirm that the proposed method can estimate the focal length more accurately than the previous method. In addition, the proposed method can accurately estimate the center of projection.

Figs. 10 and 11 show the errors for estimated position and rotation. The errors for the camera position are measured by the Euclidean distance between camera centers, while the errors for the camera rotation are measured using the same criteria as those used in [27]. These results confirm that the accuracy of the estimated extrinsic camera parameters is drastically improved by the proposed method. This improvement is considered a result of the accurate estimation of the intrinsic camera parameters. In addition, we can confirm that translation errors are strongly dependent on the zoom factor estimation errors.

Table 1 shows the average errors for each camera parameter. Although the average reprojection error in the previous method is small, the errors for each camera parameter are still large. The results of Figs. 8, 10, 11, and Table 1 confirm that the rotation errors depend on the direction of the optical axis and that the translation errors lie along the optical axis because the resulting reprojection error is small. This is due to the difficulty involved in estimating the parameters using only 2D-3D correspondences. In contrast, the average estimation errors for each camera parameter decrease in the proposed method. We consider that the multiple frame information and the continuity constraint of the camera zooming were responsible for this improvement. However, the processing time of the proposed method is longer than that of the previous method. In the proposed method, the energy minimization process accounts for most of the processing time. To avoid the local minimum problem, in our method, the minimization process is executed for three different initial values. An efficient solver for the energy minimization is needed to allow the proposed method to be adopted in mobile AR applications.

### 4.2.2. Straight camera motion

In straight camera motion, the camera moves straight along the optical axis during camera zooming. In addition, the optical
axis is perpendicular to the fiducial marker plane. This condition cannot be easily handled by the previous method [18].

Figs. 12 and 13 show the results of the intrinsic camera parameter estimation. Figs. 14 and 15 show the errors for the estimated position and rotation. Table 2 shows the average errors for each camera parameter. These results show that the proposed method can estimate accurate intrinsic and extrinsic camera parameters under this difficult condition. Conversely, although the reprojection error is small in the previous method, the estimated camera parameters are inaccurate because of the difficulty of estimating camera parameters using only 2D-3D correspondences.

### 4.2.3. Effect of use of the three initial values

To confirm the effectiveness of the three initial values, we executed the proposed method without offset for the initial value. In this experiment, the camera parameters were estimated using the same input that was used in the free and straight camera motion cases. Fig. 16 shows the results of the focal length estimation in the case of free and straight camera motions obtained using the proposed method without offset for the initial value. In this investigation, we concentrate on the estimation result of the focal length because the accuracies of the other parameters are dependent on the accuracy of the focal length estimation, as shown in Sections 4.2.1 and 4.2.2. The results confirm that the method cannot track the focal length between frames 40 and 50 in the case of straight camera motion. In addition, compared with the results shown in Figs. 8(b) and 12(b), the focal length estimation became unstable. These results show that by using the three initial values in the optimization process, the local minimum problem can be avoided and a more stable camera parameter estimation can be achieved. However, in the proposed method, the computational efficiency is decreased by the three-fold optimization. To reduce the computational cost in the optimization process, efficient initial camera parameter prediction is required.

### 4.3. Qualitative Evaluation in the Real Environment

In this experiment, the geometric registration results of the proposed method were compared with those of the previous method [18]. The camera parameter estimation process was executed for two video sequences: one free camera and one straight camera motion sequence. In these sequences, the image magnification resulting from the camera zooming changes dynamically.

Fig. 17 shows the results of the geometric registration, where a virtual cube is overlaid on a Rubik’s cube. We can confirm that the virtual cube is accurately overlaid using the proposed method.

---

**Table 1: Comparison of accuracy in the case of free camera motion**

<table>
<thead>
<tr>
<th></th>
<th>Method [18]</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ave. focal length error [mm]</td>
<td>13.66</td>
<td>2.13</td>
</tr>
<tr>
<td>Ave. position error [mm]</td>
<td>7.71</td>
<td>1.1</td>
</tr>
<tr>
<td>Ave. rotation error [degree]</td>
<td>2.24</td>
<td>1.67</td>
</tr>
<tr>
<td>Ave. reprojection error [pixel]</td>
<td>1.33</td>
<td>0.79</td>
</tr>
<tr>
<td>Processing time [s]</td>
<td>0.012</td>
<td>0.05</td>
</tr>
</tbody>
</table>

---

**Table 2: Comparison of accuracy in the case of straight camera motion**

<table>
<thead>
<tr>
<th></th>
<th>Method [18]</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ave. focal length error [mm]</td>
<td>13.08</td>
<td>0.83</td>
</tr>
<tr>
<td>Ave. position error [mm]</td>
<td>6.1</td>
<td>0.46</td>
</tr>
<tr>
<td>Ave. rotation error [degree]</td>
<td>1.37</td>
<td>1.31</td>
</tr>
<tr>
<td>Ave. reprojection error [pixel]</td>
<td>1.36</td>
<td>0.82</td>
</tr>
<tr>
<td>Processing time [s]</td>
<td>0.011</td>
<td>0.05</td>
</tr>
</tbody>
</table>
method. In contrast, the results of the previous method involve geometric inconsistency. More specifically, there is a large geometric inconsistency in the geometric registration results of the previous method for straight camera motion (Fig. 17(b)). These results show that our method can achieve accurate geometric registration using estimated camera parameters even in such a difficult condition.

Fig. 18 shows the results of the estimated camera paths. In this figure, the frustums represent the estimated camera positions and poses. The size of the frustum changes depending on the focal length. This figure confirms that the estimated camera path of the proposed method is smoother than that of the previous method. There is a large jitter in the estimated camera path of the previous method. We confirmed that the proposed method can estimate the camera path more stably than the previous method.

5. Conclusion

In this paper, we proposed a method for estimating a camera pose for environments where the intrinsic camera parameters change dynamically. To estimate intrinsic camera parameters during camera zooming, we developed an energy function based on epipolar geometry. To achieve accurate camera parameter estimation, intrinsic camera parameters at each zoom value are calibrated in advance. Then, the intrinsic camera parameter changes depending on the zoom values are modeled. The effectiveness of the proposed method was demonstrated in simulated and real environments. In the current implementation, our method was applied to a planar scene. However, our method can be applied to non-planar scenes by changing the 2D-3D corresponding pair detection process. This modification allows our method to also be effective in natural feature-based augmented reality applications. If more than four 2D-3D corresponding pairs are used in our method, the term $E_{nk}$ gives a stronger constraint for estimating camera parameters. We did not incorporate lens distortion estimation into the current version of our method because it can be ignored in most consumer cameras. However, when wide angle lenses are used, the lens distortion must be considered; therefore, in future work, lens distortion estimation will be incorporated into the proposed method.
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Figure 15: Estimated camera rotation errors for each frame in the case of straight camera motion.
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Figure 16: Estimation result of the focal length obtained by the proposed method without offset for the initial value. (a) The estimation results for free camera motion. (b) The estimation results for straight camera motion.

![Graph](image)
Figure 17: A virtual cube is overlaid on the Rubik’s cube in each frame. (a) The geometric registration result for free camera motion. (b) The geometric registration result for straight camera motion. In the top row in each figure, the results of the proposed method are presented for different magnifications as a result of the camera zooming. In the bottom row, the results obtained using the previous method are shown.

Figure 18: Estimated camera paths. (a) The estimation result for free camera motion. (b) The estimation result for straight camera motion.